Vibrational polarization beats in femtosecond coherent anti-Stokes Raman spectroscopy: A signature of dissociative pump–dump–pump wave packet dynamics
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Knopp et al. [J. Raman Spectrosc. 31, 51 (2000)] have recently used resonant femtosecond coherent anti-Stokes Raman spectroscopy (CARS) to prepare and probe highly vibrational wave packets on the ground electronic potential surface of molecular iodine. The experiment uses a sequence of three resonant femtosecond pulses with two independently variable time delays. The first two pulses act as a pump and dump sequence to create a predefined, highly excited wave packet on the ground electronic state, whose amplitude is optimized by selecting the proper pump–dump (Raman) frequency difference and varying the time delay. The third pulse promotes the pump–dump wave packet to an excited electronic state, resulting in subsequent coherent emission of light at the anti-Stokes frequency. This fully-resonant CARS signal, measured as a function of time delay between the second and third pulses, oscillates at a frequency characteristic of the pump–dump wave packet. Due to anharmonicity, this frequency is a sensitive measure of the amount of vibrational excitation. Knopp et al. observed that under certain conditions the signal exhibits pronounced beating between the pump–dump wave packet frequency and the frequency characteristic of the bottom of the ground state well. In this paper we show that these beats arise only when the final pump–dump–pump wave packet is above the excited state dissociation threshold of the molecule. We derive analytical expressions showing that under these conditions, where the polarization is short-lived, there may be strong interferences between the contributions from molecules originally in different vibrational states of the thermal ensemble. In contrast, the CARS polarization in the below threshold case is long-lived, and these interferences cancel. Numerical evaluation of the CARS signal through vibrational wave packet propagation confirms the predictions of the analytical theory and reproduces the distinctive beating pattern observed in the experiments. Additional experiments and simulations demonstrate that these interferences can be turned on or off by carefully selecting the pulse frequencies. The experiments can also be viewed from a different perspective, as an extension of the pump–dump mechanism for selective bond breaking on the ground electronic state, to a pump–dump–pump sequence for selective bond breaking on the excited electronic state. © 2001 American Institute of Physics.

I. INTRODUCTION

A series of recent experiments have successfully produced and probed highly vibrationally excited wave packets on the ground electronic state of diatomic molecules.1–6 This ability to selectively pump large amounts of energy into a specific molecular motion represents an important first step towards control of chemical reaction dynamics. Vibrational excitation was produced by a sequence of two femtosecond pulses; a “pump” pulse creating a wave packet on an excited electronic state, followed by a “dump” pulse of longer wavelength that drops the wave packet back to the ground electronic state at higher vibrational energy than the initial state. These experiments realize a scheme first proposed for the control of ground state reaction dynamics more than 15 years ago.7–9 The key step in the process is the introduction of a variable delay time between the pump and dump pulses, which allows the excited wave packet to reach regions of the excited state potential with favorable transition probabilities back to excited regions of the ground state potential.

In principle, many other parameters, such as the frequencies, bandwidths, and phases of the pulses can be used to further manipulate ground state wave packets.7,10–15 For example, Shen et al. have recently shown that nearly complete population transfer is possible using shaped pump and dump pulses.15 Nevertheless, an impressive degree of control of ground state wave packet preparation has already been achieved experimentally using only the time delay as the control parameter. Brown et al.16 showed that selective excitation of a ground state wave packet could be achieved even with degenerate wavelength pump and dump pulses by varying only the time delay. Pausch et al. have produced highly excited ground state vibrational wave packets in a molecular beam of K2 using the pump–dump scheme and probed them...
The ground state dissociation energy, using two-dimensional phase I$_2$ packets as high as 98% of the dissociation threshold in gas used pump–dump to create and detect ground state wave packets. 18,19 is the continuous wave version of the pump–dump scheme described above. The best that can be achieved with this technique, however, is total saturation of the population exists only during the probe pulse. As we show in this paper, the lifetime of the induced polarization determines whether intermolecular interferences are observed.

Closely related to the present work are the experiments of Schmitt et al. 40–42,44 who used femtosecond CARS to monitor the evolution of wave packets in the ground state of I$_2$. Apkarian and co-workers 38,45,46 have also used femtosecond CARS to monitor ground state dynamics of I$_2$ both in gas phase and rare gas matrices, and have used optical gating to time resolve the CARS polarization. In these experiments each of the pulse interactions is fully resonant between the ground X and excited B states of I$_2$. Meyer et al. 47–50 used perturbative wave packet calculations 51 and very recently nonperturbative calculations 52,53 to calculate the time-dependent CARS signal, obtaining good agreement with the experiments. There are two main differences between the fully resonant measurements on I$_2$ and the gas phase CARS transients from hydrocarbons involving nonresonant probing. First, the 200 cm$^{-1}$ ground state vibrational frequency of I$_2$ is observed directly in the transients, because the pulse bandwidths are broad enough to excite several vibrational states simultaneously, producing a wave packet. Second, the CARS signal persists for probe delay times of tens to hundreds of picoseconds even though there is a broad distribution of initially populated vibrational and rotational states.

The (TD)$^2$CARS scheme of Knopp et al. 5,6 differs from the previous time domain experiments by the introduction of a time delay between the pump and dump pulses, which is
used to optimize the signal from the ground state wave packet. A series of (TD)²CARS transients, for increasing levels of vibrational excitation, is shown in Fig. 2. The Fourier transforms, shown as insets, each display a peak indicated by arrows, at the characteristic frequency of the pump–dump wave packet. The figure also indicates the average vibrational quantum number in each case. As the vibrational excitation increases, the peak shifts to lower frequency due to anharmonicity in the X state potential well. In addition, the transients in (b) and (c) display strong low frequency beats, which show up at the frequencies marked by the asterisks, and decay to zero on a time scale of 5–10 ps. These features were previously noted and their frequencies properly assigned, but their origin was not understood.

In this paper we develop a theoretical description of the (TD)²CARS transients based on both an analytical treatment as well as detailed numerical simulations using wave packets. We find that the beating is a manifestation of interference between the polarizations produced in separate molecules starting from different initial vibrational states; hence the description “vibrational polarization beats.” This term is meant to distinguish this effect from quantum beats that occur due to coherent evolution of the quantum wave function of a single molecule. We show that the appearance of polarization beats in the I₂ experiments correlates with the final probe excitation creating a wave packet above the dissociation threshold of the molecule, resulting in a very short polarization lifetime. In contrast, in the below threshold case, the polarization is long-lived, and the contributions from different initial vibrational states cancel.

The remainder of this paper is organized as follows: In Sec. II we present a brief review of the formalism of time-dependent four-wave mixing applied to CARS and then derive an analytical expression for the (TD)²CARS signal in the eigenstate basis. We evaluate this expression in the two limiting cases that the final excited wave packet is either above or below the excited state dissociation threshold, finding interference terms in the above threshold case that account for the experimentally observed beating frequencies. Section III describes numerical evaluation of the (TD)²CARS signal using perturbative wave packet propagation, and Sec. IV presents comparisons between the results of simulations and experiments. The numerical simulations do not include the rotational degrees of freedom; the effect of rotational motion will be the subject of a future investigation. The simulation results verify the qualitative picture of vibrational polarization beats derived analytically, and show that vibrational effects account for most of the features in the experimental signals. Finally, Sec. V presents concluding remarks.

II. THEORY

In this section we derive an expression for the resonant (TD)²CARS signal using a wave function description and time-dependent perturbation theory. Time domain CARS has been described theoretically in condensed phases using both phenomenological and full quantum mechanical descriptions with density matrices. A wave function description has also been given and applied recently to resonant time domain CARS on I₂ in the gas phase. A complementary density matrix description has also recently been developed by Dantus and co-workers to describe three-pulse degenerate four-wave mixing (DFWM) experiments on iodine vapor. Many excellent reviews of the theory of nonlinear optical spectroscopy are available in the literature.

We adopt a wave function description here because the CARS technique lends itself to simple interpretation in terms of the wave packets shown in Fig. 1(c). We start our theoretical description of the (TD)²CARS with some basic definitions in Sec. II A. In Sec. II B we present a diagrammatic representation of resonant four-wave mixing using double-sided Feynman diagrams to illustrate the connection between the wave function and density matrix pathways that contribute to the signal. In Sec. II C we derive an expression for the CARS signal in the eigenstate basis and evaluate it assuming either a discrete set of final energy levels with narrow linewidths or a continuum of final levels, the latter case corresponding to probing above the dissociation threshold in the excited state.

A. Preliminaries

As a starting point, we consider the Hamiltonian of a molecule with two electronic states, g and e, coupled to an electric field consisting of a sequence of laser pulses. The Hamiltonian is

$$\hat{H} = \hat{H}_{\text{mol}} + \hat{H}_{\text{int}}$$

with
\[ \hat{H}_{\text{mol}} = \sum_n |gn\rangle \langle gn| \hbar \omega_g + \sum_m |em\rangle \langle em| \hbar \omega_{em}, \]

where \( n \) and \( m \) are indices of the adiabatic rovibrational eigenstates of electronic potential surfaces \( g \) and \( e \), respectively. The pulses assume the form

\[ E(t) = \sum_i E_i(t) = \epsilon_i(t - \tau_i) e^{-i \omega_i(t - \tau_i) + i k_i \cdot x}, \]

where each pulse is centered at time \( \tau_i \), has carrier frequency \( \omega_i \), is incident at wave vector \( k_i \), and has a time dependent envelope given by \( \epsilon_i(t - \tau_i) \). Within the rotating wave approximation, the interaction of the molecule with the field is given by

\[ \hat{H}_\text{int} = -\hat{\mu}^+ E(t) - \hat{\mu}^- E^*(t), \]

\[ \hat{\mu}^+ = \sum_{mn} |em\rangle \langle gn| \mu_{mn}, \]

\[ \hat{\mu}^- = (\hat{\mu}^+)^\dagger = \sum_{mn} |gn\rangle \langle em| \mu_{nm}, \]

where \( \mu_{mn} \) and \( \mu_{nm} \) are matrix elements of the dipole moment operator, \( \mu_{mn} = \langle em|\hat{\mu}|gn\rangle \). The dipole raising and lowering operators have been defined so that \( \hat{\mu}^+ E(t) \) promotes a ket in the ground state to the excited state, corresponding to absorption of light, and \( \hat{\mu}^- E^*(t) \) demotes a ket in the excited state to the ground state, corresponding to stimulated emission.

### B. Spectroscopic pathways

The fundamental observable in most forms of nonlinear spectroscopy, including CARS, is the third order polarization, \( P^{(3)} \). First, we describe the terms that contribute to the polarization in a particular direction produced by a sequence of three pulses with different incident wave vectors, and then discuss how a single dynamical pathway is selected by the (TD)CARS pulse sequence.

In order to calculate the third order polarization, we start with a perturbative expansion of the wave function,

\[ |\psi(t)\rangle = |\psi^{(0)}(t)\rangle + |\psi^{(1)}(t)\rangle + |\psi^{(2)}(t)\rangle + |\psi^{(3)}(t)\rangle + \cdots, \]

where the wave function at each order is given iteratively as

\[ |\psi^{(n)}(t)\rangle = (i\hbar)^{-1} \int_{-\infty}^{t} dt' e^{-i\hat{H}\text{mol}(t-t')/\hbar} \hat{H}_\text{int}(t') |\psi^{(n-1)}(t')\rangle. \]

Through each successive interaction with the field, the wave function acquires spatial dependencies associated with each of the pulses. So, for example, the first order wave function consists of the sum

\[ |\psi^{(1)}(t)\rangle = |\psi_{k_1}^{(1)}(t)\rangle + |\psi_{k_2}^{(1)}(t)\rangle + |\psi_{k_3}^{(1)}(t)\rangle. \]

The spatial dependence of each portion of the perturbative wave function thus identifies the sequence of interactions that it has undergone, marking a spectroscopic pathway. For higher order wave functions, the order of the wave vectors denotes the time order of interactions with the field, so that \( |\psi_{k_1}^{(3)} - k_2 + k_3\rangle(t)\) is the wave function created by absorption of pulse 1, followed by stimulated emission of pulse 2, and finally absorption of pulse 3. The same sequence on the bra side gives the same wavevector dependence with the opposite sign.

We now examine the directionality of the third order polarization, which is the lowest order of polarization that can reflect the spatial dependence of all three incident pulses, and is the lowest order of polarization relevant to most forms of nonlinear spectroscopy. Neglecting molecular moments above dipole order, the polarization of an ensemble of molecules is simply the ensemble average of the molecular dipole moment. Thus we may define the molecular polarization,

\[ P(t) = \langle \psi(t) | \hat{\mu} | \psi(t) \rangle. \]

The third order contribution to the polarization is given by

\[ P^{(3)}(t) = \langle \psi^{(0)}(t) | \hat{\mu} | \psi^{(3)}(t) \rangle + \langle \psi^{(2)}(t) | \hat{\mu} | \psi^{(1)}(t) \rangle + \text{c.c.} \]

The CARS signal is measured in the direction \( k_1 - k_2 + k_3 \). In general, four terms may contribute to the third order polarization in this direction,

\[ P^{(3)}_{k_1 - k_2 + k_3}(t) = \langle \psi^{(0)}(t) | \hat{\mu} | \psi^{(3)}_{k_1 - k_2 + k_3}(t) \rangle + \langle \psi^{(2)}(t) | \hat{\mu} | \psi^{(1)}_{k_1 - k_2 + k_3}(t) \rangle \]

\[ + \langle \psi^{(2)}_{k_1 - k_2 + k_3}(t) | \hat{\mu} | \psi^{(1)}_{k_1 - k_2 + k_3}(t) \rangle + \text{c.c.} \]

This expression includes all possible time orderings of the three interactions. The second and fourth terms are obtained from the first and third terms by interchanging the roles of pulses 1 and 3.

The spectroscopic pathways that produce the third order polarization in Eq. (11) may be depicted using double-sided Feynman diagrams,\(^{23-26,65}\) as shown in Fig. 3. The four terms in Eq. (11) give rise to the eight diagrams, which describe all possible resonant paths for a system with two electronic states. Two equivalent interpretations of the diagrams are possible here. In terms of the wave function description we have used above, the diagrams represent the sequence of bra and ket interactions as a function of time, which runs from bottom to top. By convention, the ket path is shown on the left, and the bra path is shown on the right. Each interaction is represented by an arrow pointing towards the line to indicate absorption or away from the line to indicate emission. The wave vector dependence acquired from each interaction is also indicated. The second interpretation comes from the realization that the bra and ket considered together at a given time along the path constitute a portion of the density matrix, which describes the state of the system. When all of the system degrees of freedom are treated explicitly, the wave function and density matrix treatments produce the same observables, but the density matrix is more easily adapted to reduced dimensional treatments.\(^{24}\)

The key difference between the wave function and density matrix formulations of \( P^{(3)} \) lies in the time ordering of the interactions occurring on the bra and ket sides. The dia-
The resonant double-sided Feynman diagrams for $P^{(3)}$ in the direction $k_1 - k_2 + k_3$ and their correspondence with the wave function terms in Eq. (11). Only two electronic states are considered. The primes indicate different rovibrational levels within an electronic state.

C. The CARS signal

In this section we derive an expression for the third order polarization and CARS signal in the eigenstate representa-
As discussed above, under typical experimental conditions for (TD)\(^3\)CARS experiments, only pathway (a) makes a significant contribution to the polarization. Thus, we write
\[
P^{CARS}(t) = -i \sum_{fnn} p_{i} \mu_{ij} \int_{-\infty}^{T} dt_{3} \int_{t_{2}}^{t_{1}} dt_{2} \int_{-\infty}^{t_{2}} dt_{1} e^{-i\omega_{ij}(t-t_{3})} \\
\times [\mu_{ji} E_{i}(t_{3})] e^{-i\omega_{ji}(t_{2}-t_{3})} [\mu_{ji} E_{2}(t_{2})] \\
\times e^{-i\omega_{in}(t_{2}-t_{1})} [\mu_{ni} E_{i}(t_{1})] + c.c.,
\]  
(13)
where each term in the sum represents an amplitude for creating polarization via the path \(|g\rangle \rightarrow |en\rangle \rightarrow |gi\rangle \rightarrow |ef\rangle\), as illustrated in Fig. 5. These paths are summed over the possible initial states weighted by the initial occupation probabilities, \(p_{i}\), which are determined from a Boltzmann distribution. During each period between interactions, the amplitude acquires a phase due to the frequency difference between the currently occupied level and the initial level, given by \(\omega_{fi} = \omega_{eg} - \omega_{gi}\), \(\omega_{ji} = \omega_{eg} - \omega_{gi}\), etc. It is this phase that causes oscillation in the CARS signal as each of the delay times is varied. In order to make explicit how the amplitudes depend on the delay times between the pulse centers, \(\tau_{21} = t_{2} - t_{1}\) and \(\tau_{32} = t_{3} - t_{2}\), we substitute the pulse definitions given in Eq. (3) into Eq. (13) and change integration variables to \(T = t - \tau_{3}\); \(T_{i} = t_{i} - \tau_{i}\), \(i = 1 - 3\), which yields
\[
P^{CARS}(T) = -i \sum_{fnn} p_{i} \mu_{if} e^{-i\omega_{fi}T} e^{-i\omega_{ji}\tau_{32}} e^{-i\omega_{ni}\tau_{21}} \\
\times G_{fijn}(T) + c.c.,
\]  
(14)
where
\[
G_{fijn}(T) = \int_{-\infty}^{T} dt_{3} \mu_{ij} \varepsilon_{3}(T_{3}) e^{-i(\omega_{3} - \omega_{fi})T_{3}} \\
\times \int_{-\infty}^{T_{3} + \tau_{32}} dt_{2} \mu_{jn} \varepsilon_{2}(T_{2}) e^{i(\omega_{2} - \omega_{nj})T_{2}} \\
\times \int_{-\infty}^{T_{3} + \tau_{32} + \tau_{21}} dt_{1} \mu_{ni} \varepsilon_{1}(T_{1}) e^{-i(\omega_{i} - \omega_{ni})T_{1}}.
\]  
(15)

\(G_{fijn}(T)\) is a convolution of partial Fourier transforms of the pulse envelopes at the difference between the carrier frequency of each pulse and the appropriate transition frequency along the path. The time delays between pulses and between the final pulse and detection enter only in the upper limits of the integrals, so that when these delay times are large, \(G\) becomes a product of individual Fourier transforms,
\[
G_{fijn}(T \gg 0) \rightarrow \mu_{ij} \varepsilon_{3}(\omega_{fi}) \mu_{jn} \varepsilon_{2}^{\ast}(\omega_{nj}) \mu_{ni} \varepsilon_{1}(\omega_{ni}),
\]  
(16)
where
\[
\varepsilon_{i}(\omega) = \int_{-\infty}^{\infty} dt \varepsilon_{i}(t)e^{-i(\omega_{i} - \omega)t}.
\]  
(17)

Equation (16) becomes an excellent approximation for pulses separated by more than a few pulse widths. In the simulations described in Sec. III, the CARS signal is evaluated numerically, so the main purpose of expressing the polarization in this form is to demonstrate that the primary effect of scanning the delay time between pulses 2 and 3 is to add a phase \(e^{i\omega_{ij}\tau_{32}}\) to each term in the polarization. The fact that this phase depends on the frequency difference \(\omega_{ij}\), rather than on the frequency \(\omega_{kj}\) alone, gives rise to the additional frequencies observed in the interference signal, as we describe below.

We may now write the polarization in the simple form,
\[
P^{CARS}(T) = -i \sum_{ij} p_{i} a_{fi}(T) e^{-i\omega_{fi}T} + c.c.,
\]  
(18)
where
\[
a_{fi}(T) = \mu_{if} \sum_{jn} e^{-i\omega_{ji}\tau_{32}} e^{-i\omega_{ni}\tau_{21}} G_{fijn}(T)
\]  
(19)
is the amplitude for the set of paths beginning in state \(i\) and ending in state \(f\). Measurement of these amplitudes, and in particular their dependence on \(\tau_{32}\) is the primary objective of time-dependent CARS experiments.

The simplest method for detecting the CARS signal is to collect all of the light emitted in the CARS direction, \(\mathbf{k}_{1} - \mathbf{k}_{2} + \mathbf{k}_{3}\). This signal is given by.
where in the second line we have neglected the terms with the rapidly oscillating integrand \( e^{i(\omega_{ji} + \omega_{j'i'})T} \) (rotating wave approximation). The central feature of this expression is the product of the two polarization amplitudes, \( a_{ji}(T) \) and \( a_{j'i'}(T) \), which gives rise to interferences between paths with different initial and final levels. From Eq. (19) we have

\[
a_{ji}(T) a_{j'i'}^{\ast}(T) = \sum_{n_{1},i_{1}'} G_{fj'n_{1}}(T)G_{fj'i_{1}}^{\ast}(T) \times e^{-i(\omega_{n_{1}i_{1}'} - \omega_{n_{1}i})} T_{32} e^{-i(\omega_{j'i'} - \omega_{ji})} T_{32}.
\]

The complex exponentials in this expression are the primary source of variation in the CARS signal when either of the time delays between pulses is scanned. The oscillations of the CARS signal arise from the phase difference between two paths connecting initial and final states. During each propagation period, the accumulated phase depends on two frequency differences: the frequency difference between the levels occupied during that period on each of the two paths and the frequency difference between the initial levels. For example, when \( T_{32} \) is scanned, the accumulated phase is \( e^{-i(\omega_{j'i'} - \omega_{ji})} T_{32} \), where \( \omega_{j'i'} \) is a frequency difference in the pump-dump wave packet, and \( \omega_{ji} \) is a frequency difference between the initial levels. As discussed below, when the final states are discrete and well-separated, the \( i \neq i' \) and \( f \neq f' \) terms in the signal become negligible, leaving only contributions from frequency differences in the pump-dump wave packet. An example of the (TD)\(^2\)CARS signal with final states below the dissociation threshold is shown in Fig. 2(a), where the signal is plotted as a function of the dump-probe delay time, \( T_{32} \). The dominant frequency component, 204 cm\(^{-1}\), is the average energy spacing, \( \omega_{j'i'} \), in the pump-dump wave packet with an average vibrational quantum number \( \langle \nu \rangle \approx 7 \).

As also discussed below, contributions to the signal from interferences between pathways with different initial and final levels are observed when the final states lie in the continuum, i.e., are above the dissociation threshold of the excited state. Examples are shown in Figs. 2(b) and 2(c). For the 585/800/585 nm experiment [Fig. 2(c)], the average frequency difference in the pump-dump wave packet with an average vibrational quantum number \( \langle \nu \rangle = 26 \) is about 180 cm\(^{-1}\), while the average frequency difference in the initial thermal ensemble is about 210 cm\(^{-1}\). According to Eq. (21), the lowest order interference terms occur for \( i = i' + 1 \) and \( j = j' + 1 \) at 210 cm\(^{-1}\), \( i = i' + 1 \) and \( j = j' + 1 \) at 30 cm\(^{-1}\), and \( i = i' + 1 \) and \( j = j' + 2 \) at 150 cm\(^{-1}\). These frequencies match very well with those found in the Fourier transform of the experimental transient.

The fact that interference contributions can arise between paths with different initial levels is perhaps surprising, since in a thermal ensemble there is no phase relationship between the initial states \( i \) and \( i' \). These initial states are distinguishable in the quantum mechanical sense, and thus may not interfere directly. The interferences in the CARS signal, however, arise when the polarizations produced by two different pathways cannot be resolved in the frequency domain, i.e., when the difference \( \omega_{ji} \) and \( \omega_{j'i'} \) is much smaller than the lifetime of the observed polarization. This condition is embedded in Eq. (20) through the exponential term, \( e^{-i(\omega_{ji} - \omega_{j'i'})T} \), that, in the absence of a decay mechanism for the \( a_{ji}(T) \), imposes the resonance condition \( \omega_{ji} = \omega_{j'i'} \). It is also illustrative to express the CARS signal in the frequency domain as

\[
S = \sum_{ii'} \int_{-\infty}^{\infty} d\omega P(\omega) P_{ii'}(\omega).
\]

The \( i = i' \) terms in the sum are the integrated intensities of the polarizations arising from each initial level, and constitute an incoherent average over different initial states. The \( i \neq i' \) terms come from the spectral overlap of polarizations from different initial states and are the interferences. When the spectra of the polarizations consist of a set of narrow, nonoverlapping lines, the interferences will be small, but when the spectra of the polarizations are continuous the overlap and give rise to large interferences.

The label “polarization beats” has been used previously to distinguish these types of interferences from those involving coherent evolution of the quantum wave function, “quantum beats.”\(^{24,47,66–68}\) While quantum beats may originate within a single molecule, the polarization beats are entirely an intermolecular effect, since each molecule in a thermal ensemble may be considered to be in a single initial state. Although polarization beats are generally assumed to contain no dynamical information,\(^{24}\) the magnitude of these interference terms is quite sensitive to how the system is probed; in particular, the density of final state energy levels. We now investigate two limiting cases that correspond well with experimental conditions: first, when the final states are discrete and well-separated and second, when the final states lie in a continuum.

1. Discrete set of final states

For all but the simplest potential and pulse shapes the CARS signal in Eq. (20) must be evaluated numerically because of the complex time dependence of the amplitudes \( a_{ji}(T) \) during the probe pulse. After the probe pulse has ended, however, the amplitudes are effectively constant, and it is then straightforward to evaluate the long time contributions to the signal. Formally, we may define a cutoff time, \( T_{c} \), which will typically be a few pulse widths, and divide the contributions to the signal as

\[
S_{\text{total}} = S_{<} + S_{>}
\]

with

\[
S_{<} = \frac{2}{K_{6}} \sum_{ii'} \int_{-\infty}^{T_{c}} dT a_{ji}(T) a_{j'i'}^{\ast}(T) e^{-i(\omega_{ji} - \omega_{j'i'})T},
\]

\[
S_{>}
\]
\[ S_\tau = \frac{2}{\hbar^2} \sum_{ii',ff'} p_i p_{i'} a_{fi} a_{fi'}^* \int_0^\infty dT \, e^{-i(\omega_{fi} - \omega_{fi'})T} e^{-\frac{\gamma}{2} i(\omega_{fi} - \omega_{fi'})T}, \]

where \( a_{fi} = \lim_{T \to -\infty} a_{fi}(T) \). It is instructive to consider the possibility of interference contributions to \( S_\tau \), even though we may see immediately that in the absence of dissipative processes the total signal will be dominated by \( \delta \) function spikes in \( S_\tau \) that occur when \( \omega_{fi} = \omega_{fi'} \). The products \( a_{fi}(T)a_{fi'}(T) \) are functions that vary on the time scale of the pulse width, and hence have a width in frequency space comparable to the bandwidth of the probe pulse. Thus, pairs of paths with frequency differences that are within the probe pulse bandwidth will contribute to the signal at short times, and vibrational polarization interferences would be observed if contributions from the short and long time signals could be separated.

In the gas phase the molecular polarization decays due to such processes as collisions, spontaneous emission, and dephasing of the molecular ensemble due to a distribution of velocities (Doppler broadening). These processes effectively introduce a linewidth in the polarization spectrum, which in principle, if large enough could allow interferences to occur. Pastirk \textit{et al.} have recently measured dephasing of vibronic coherences between the \( X \) and \( B \) states of molecular iodine in the gas phase, finding polarization lifetimes of about 200 ps over the temperatures 350–380 K, the range relevant to the (TD)\(^2\)CARS experiments. This lifetime includes both homogeneous and inhomogeneous decay mechanisms. Since this time scale is much longer than the approximately 100 fs time scale necessary to produce coherent vibrational excitation, it is reasonable to include the polarization decay only in \( S_\tau \). If we assume the polarization decays exponentially as \( e^{-\gamma T} \), then

\[ S_\tau = \frac{2}{\hbar^2} \sum_{ii',ff'} p_i p_{i'} a_{fi} a_{fi'}^* \int_0^\infty dT \, e^{-\frac{\gamma}{2} i(\omega_{fi} - \omega_{fi'})T}. \]

The frequency difference in the denominator causes interference terms to be small unless a substantial fraction of frequency differences \( \omega_{fi} - \omega_{fi'} \), contributing to the signal are small compared with \( \gamma \). In other words, the interferences become an important contributor to the total signal only when there is substantial overlap in the spectra arising from different initial states. In the long lifetime limit, i.e., no spectral overlap, the signal becomes an incoherent sum over initial and final states, Eq. (26),

\[ S_{\text{long}} = \frac{1}{\gamma \hbar^2} \sum_{ii'} p_i^2 |a_{fi'}|^2. \]

From Eqs. (26) and (27) it is clear that the long time contribution to the signal is inversely proportional to \( \gamma \), and hence is much larger than the short time signal for typical gas phase dephasing times.

A numerical example of the CARS signal for probe excitation to a set of discrete final levels is shown in Fig. 6. Part (a) shows the short time signal, \( S_\tau \), and its decomposition into \( i = i' \) contributions and \( i \neq i' \) contributions. The former, labeled \( S_{ii} \), represents an incoherent averaging over contributions to the polarization from different initial vibrational states, and its Fourier transform contains only the frequencies of the vibrational level spacing in the pump–dump wave packet. The dominant component is due to the first difference, \( \omega_{fi} - \omega_{fi-1} \). Narrowing of the modulation depth results from the distribution of level spacings in the wave packet. The interference contributions, labeled \( S_{i \neq i'} \), are comparable in magnitude to \( S_{ii} \) and produce a strong low frequency modulation of the total signal. The Fourier transform of \( S_{i \neq i'} \) displays three primary peaks attributable to different combinations of level spacings in the initial state distribution and the pump–dump wave packet. The primary beat frequency is approximately the difference between the average energy level spacing of initial states and the average spacing in the pump–dump wave packet. Part (b) of Fig. 6 shows the total CARS signal for \( S_\tau \) evaluated using two
different values of the decay rate \( \gamma \). For a decay rate typical of gas phase experiments, \( \gamma = 1 \text{ ns}^{-1} \), the contribution of \( S_{<} \) to the total signal is negligible, and \( S_{<} \) makes only a very modest contribution even for a very fast decay rate. In addition, interference effects in the long time signal are too small to observe in both cases, and \( S_{\text{long}} \) [see Eq. (27)] is an excellent approximation to the total signal. Thus, when the probe excitation is to a discrete and well-separated set of final levels, the CARS signal is accurately described as an incoherent average over signals arising from different initial and final states. Finally, it should be noted that the double-peaked structure in the oscillations of the transients in Fig. 6(b) is not observed in the oscillations of \( S_{<} \). Karavitis et al. have shown that this period doubling arises from passage of the pump–dump wave packet passing through the probe window region twice during each oscillation period.\(^3^8\) The component arising from passage through the region with positive momentum is effectively filtered in the \( S_{<} \) because the final state wave packet with positive momentum does not return to the Franck–Condon region for anti-Stokes emission until after the cutoff time.

2. Continuum set of final states

Probe excitation to the continuum above the molecular dissociation threshold unmasks the polarization interferences in the short-time signal. Physically, dissociation of the molecule insures that the long-time polarization is zero, since the polarization is the transition moment weighted overlap of the wave packet created by the probe with the initial state wave function [see Eq. (12)]. Formally, taking the continuum limit of Eq. (18), we may write

\[
P^{\text{CARS}}(T) = -i \frac{\hbar}{\pi} \sum_i p_i e^{i \omega f_i T} \int_{-\infty}^{\infty} d\omega f a_i(\omega f, T) e^{-i \omega f T + \text{c.c.}},
\]

where \( a_i(\omega f, T) \) is the amplitude associated with going from state \( i \) to a final state in the continuum at energy \( \hbar \omega f \). The CARS polarization in Eq. (28) appears as the inverse Fourier transform of the transition amplitude distribution, \( a_i(\omega f, T) \), whose bandwidth is determined by a convolution of the excitation pulse bandwidths. Hence, the polarization decays to zero after at most a few pulse widths and we can pick \( T_c \) so that \( S_{\mathrm{>}} \) is zero. Now, as before, the change in \( a_i(\omega f, T) \) during the pulse effectively couples paths with different initial and final states, leading to polarization interferences in the total signal, and these are no longer masked by a signal from after the pulse.

The square magnitude of the CARS polarization as a function of \( T \) and \( \tau_{32} \) is displayed for both a discrete and a continuum example in Fig. 7. The polarization in (a), where the final energy is below the dissociation threshold, continues at large \( T \) values; whereas the polarization in (b), above the dissociation threshold, remains at zero after about 100 fs. The pulses are Gaussian with a 50 fs full width half maximum.

Simulations of the particularly dramatic beats that arise in the \( (\text{TD})^3 \text{CARS} \) experiments at high vibrational excitations are displayed in Fig. 8. The \( S_{ii} \) contribution to the signal show an average vibrational spacing of about 180 cm\(^{-1} \), but is otherwise very similar to the \( S_{ii} \) transient shown in Fig. 6 for the discrete level case. The large \( S_{ii} \) contributions also produce a strong beating in the total short time signal and give rise to the additional peaks in the Fourier transform spectrum with the assignments shown. The transients from the discrete level and continuum case examples are remarkably similar, but the key difference is that \( S_{ii} \) vanishes in the continuum case, allowing the interferences to be observed. The disappearance of the long time contribution to the signal means that the total CARS intensity in the continuum case will be several orders of magnitude smaller than in the discrete level case, as the simulations demonstrate. The zero-background detection of the four-wave mixing signal, however, permits detection of the much weaker signal. In principle, it would also be possible to measure the short time signal, even for discrete level probing, by time gating the CARS polarization in order to recover the polarization interferences.

III. SIMULATION METHODS

Propagation of the time-dependent wave functions on a coordinate grid is a practical way of evaluating the
The single surface wave packet propagations, which correspond to the first term on the right hand side of Eq. (29), are performed using the split operator method\textsuperscript{36} using fast Fourier transforms to switch between position and momentum representations. A 256 point grid with a minimum and maximum of 2.28 and 5.82 Å and a stepsize in time of 0.1 fs provide converged results for all of the calculations we report here. The potential curves for the $X$ and $B$ state of $I_2$ were the same as those used by Jonas \textit{et al.}\textsuperscript{21} who used a high order interpolation scheme based on earlier RKR potentials.\textsuperscript{72,73} The standard Morse potentials used in simulations of $I_2$ dynamics give inaccurate level spacings for the high vibrational states accessed in the experiments. The pulse envelopes in Eq. (3) are taken to be Gaussians of the form,

$$
\epsilon_i(t) = \epsilon_0 e^{-(t-t_i)^2/2\sigma^2},
$$

where $\sigma = \text{FWHM}/(\sqrt{2\ln 2})$ when FWHM is the full width at half maximum of the pulse intensity. In all of the simulations, FWHM is set to 50 fs. The $X$ to $B$ state electronic transition dipole moment was taken to be a constant function of bond length. The product $\mu \epsilon_0$ was set to $7 \times 10^{-4}$ atomic units, but is unimportant to the results, since only relative intensities are reported. The remaining parameters, $\tau_{21}$ and the pulse carrier frequencies, are reported in the figures showing the simulation results.

We have neglected the rotational degree of freedom in these calculations. At the experimental temperatures, hundreds of initial rotational states are thermally populated, making their inclusion in the simulation cumbersome. Rotational degrees of freedom have been taken into account at varying levels of approximation in previous simulations of time domain CARS\textsuperscript{transients.39,43} Two primary effects have been attributed to rotational degrees of freedom in time domain CARS and four-wave mixing in general.\textsuperscript{74–76} First, there is a short-time transient due to rotational anisotropy that decays rapidly during the first 1–2 ps and is essentially flat out to the rotational recurrence time, which may extend to hundreds of picoseconds.\textsuperscript{75,76} This effect has been observed in both resonantly\textsuperscript{5,6,40,42,44} and nonresonantly\textsuperscript{39,43} probed time domain CARS in the gas phase and may be eliminated, at least for the case of coincident pump and dump pulses, by using the magic angle polarization geometry.\textsuperscript{44} Second, there is a longer time modulation or decay of the signal due to vibration-rotation interactions,\textsuperscript{26} which causes the nonresonantly probed CARS signal to decay on a time scale of 5–10 ps.\textsuperscript{39,43} This effect is also apparently observed in the (TD)$^2$CARS\textsuperscript{transients in cases where there is large vibrational excitation and the probing is above the dissociation threshold [see Figs. 2(b) and 2(c)], but is not seen in the below threshold transient.\textsuperscript{5,6,40,42,44} [Fig. 2(a)], which suggests that polarization interference effects play some additional role in the overall decay.

IV. COMPARISONS WITH EXPERIMENT

The comparison between the simulated and experimental results is shown in Fig. 9. Figure 9(a) shows the (TD)$^2$CARS transient for excitation at 581/631/581 nm; for this set of
Excitation frequencies the final states accessed by the probe pulse lie well below the threshold for dissociation in the $B$ state. In this case the CARS polarization persists on a timescale that is very long compared to the pulse duration, and, as a result, there is no interference modulation of the signal. The basic periodicity of the signal corresponds to the average frequency difference between the vibrational levels populated in the pump–dump wave packet, $\langle \omega_{j,j'-1} \rangle$. For the 581/631 nm pump and dump, the average vibrational quantum number is about 8, and the corresponding frequency difference is 204 cm$^{-1}$, which is the peak frequency present in the Fourier transform of the simulated transient. The frequency peak in the experimental spectrum is at 205 cm$^{-1}$. The experimental signal shows a large peak at zero time, followed by a decay over the first picosecond due to rotational anisotropy. This decay shows up at low frequencies of between 6 and 12 cm$^{-1}$ in the Fourier transform spectrum, but is absent from the simulated transient, presumably due to the neglect of rotations. The simulated and experimental transients both display oscillations at the primary vibrational frequency, maintaining a fairly constant average signal intensity after the first picosecond. There is additional modulation of the simulated transient is due to anharmonicity and the excitation of more than two vibrational levels in the pump–dump wave packet. The additional modulation of the experimental signal differs from that of the simulation, possibly because of vibration-rotation interactions and differences between idealized pulse shapes in the simulations and the actual pulses in the experiments.

Figures 9(b) and 9(c) show the (TD)$^2$CARS transient for excitation at 585/730/585 nm and 585/800/585 nm, respectively. In contrast to Fig. 9(a), the pulse frequencies in Figs. 9(b) and 9(c) correspond to probing above the dissociation threshold for I$_2$ in the $B$ state. Prominent beats now appear in the transients at frequencies of about 20 cm$^{-1}$ in (b) and 30 cm$^{-1}$ in (c). These beats shift to higher frequency as the amount of vibrational excitation is increased, and display complete modulation of the signal, i.e., the amplitude decays to near zero between the beats. The simulations accurately capture the beating and the distinctive structures of the transients, and there is excellent agreement in the positions of the transient oscillations for the full duration of the experimental signal (4–5 ps). The beats are particularly strong in Fig. 9(b) and 9(c) because the two initial vibrational levels, $v = 1$ and 2, contribute almost equally to the signal. Both the simulated and experimental transients decay between successive beats, but the experimental decay is much faster, possibly due to a combination of vibration-rotation interactions and interference among the polarizations arising from different initial rotational levels.

The Fourier transforms of the (TD)$^2$CARS transients are shown in the insets of Fig. 9. Discrete peaks are observed at
the frequencies predicted by Eq. (21). There is a peak at the primary difference frequency, $\langle \omega_{i,j-1} \rangle$, which is 190 and 181 cm$^{-1}$ for (b) and (c), respectively. The highest frequency peak occurs at about 212 cm$^{-1}$ in both cases, and is just the average vibrational spacing in the initial ensemble, $\langle \omega_{i,j-1} \rangle$. The primary frequency responsible for the beating occurs at the difference of these two frequencies, $\langle \omega_{j-1} - \omega_{j-2} \rangle$, which is 23 cm$^{-1}$ in (b) and 30 cm$^{-1}$ in (c). Small peaks also occur at $\langle \omega_{j-2} - \omega_{i,j-1} \rangle$, which corresponds to about 170 and 150 cm$^{-1}$ in (b) and (c), respectively.

To test our interpretation of the vibrational polarization beats, additional experiments and simulations were performed where the amount of vibrational excitation in the ground state was held fixed, while the energy of the probe wave packet was set to be either below or above the dissociation threshold. Figure 10 shows the experimental and simulated transients. Further details about the experimental setup can be found in Refs. 5 and 6. Theory predicts that there should be no vibrational interferences in the transients from below threshold probing, and no beating is observed in either the simulations or experiment. The simulated transient is very similar to the one shown in Fig. 9(a), except that the primary frequency is shifted slightly lower (about 203 cm$^{-1}$) because of the slightly higher vibrational excitation. The experimental transient is also similar to the one shown in Fig. 9(a), except that there is a larger contribution from the second harmonic of the primary frequency at early times, and a significant decay of the signal between about 5 and 10 ps. Only one significant peak near the primary vibrational frequency of 205 cm$^{-1}$ is observed. Theory predicts that vibrational interferences should occur in the transients with above threshold probing, and indeed significant beating is observed in both the simulations and the experiments (lower panels of Fig. 10). According to the theory, the frequency of the vibrational beating should be $\langle \omega_{i,j-1} - \omega_{j,j-1} \rangle$, which is about 7–9 cm$^{-1}$, corresponding to a period of between 3.5 and 4.5 ps. In the experiment the peak corresponding to $\langle \omega_{i,j-1} \rangle$ occurs at 210 cm$^{-1}$ and the period of the beats corresponds to about 5.5 cm$^{-1}$. The triplet structure of the Fourier transformed experimental transient (lower right) near the primary frequency is quite similar to those observed in Figs. 9(b) and 9(c). By comparison, the amount of interference in the simulated transient (lower left) is much smaller, resulting in a nonuniform modulation of the primary oscillation. A small peak near 9 cm$^{-1}$ is found in the Fourier transform, but there is only a faint hint of the triplet structure in the spectrum near the primary frequency. The reason the vibrational interferences are small in the simulation is that the polarization from the initial vibrational level $\nu=0$ dominates the signal. Further simulations of the fully including rotational effects are needed account for the differences between the simulated and experimental transients.

Figure 11 displays experimental and simulated transients for pulse frequencies of 525/800/525 nm. Note that although the probe pulse is above the dissociation threshold, the beats have effectively disappeared. In fact, the experimental transient in Fig. 11 looks remarkably similar to the below threshold probe transients in Figs. 9 and 10. The disappearance of the beats is now a consequence of the pump frequency: at pump wavelengths shorter than about 530 nm, the amplitude for the initial excitation to the $B$ state is dominated by $\nu=0$, effectively eliminating the interference contributions from other vibrational states. The Stokes shift of 6550 cm$^{-1}$ is the largest obtained using (TD)$^2$CARS so far, creating a vibrational wave packet about 50% of the way up to the dissociation limit. There is reasonably good agreement between the simulated and observed signals after the decay of the rotational anisotropy. The decay in the amplitude of oscillation in the simulation is due to the large anharmonicity of the ground state potential at such a high excitation energy. It is also notable that the experimental transient does not decay appreciably after the first picosecond, in sharp contrast to the other experimental above-threshold transients with
large vibrational excitation shown in Figs. 9(b) and 9(c). While the 525 nm pump excitation selectively excites a single vibrational level, many rotational levels are still excited, and one might expect polarization interferences arising from different initial rotational states to cause a decay of the signal. Once again, additional simulations including rotation will be needed to determine to account fully for the observed signals.

The suppression of the polarization beats described in the previous paragraph does not continue as the pump and probe are further increased, because the probe excitation becomes nonresonant as the final probe states move to higher energies above the dissociation threshold. Already for 515/800/515 nm excitation, the CARS pathway becomes too weak to observe, and the experimental signal is dominated by a pathway involving excitation to the B state and lower lying A state, respectively, by the first two pulses. Perhaps a more robust way to suppress the beats would be to use a lower probe frequency to keep the final excitation below the dissociation threshold, or, alternatively, to tune the probe to a frequency in resonance with a third electronic state. Both of these possibilities are experimentally challenging, however, and we leave them for future investigation.

V. CONCLUSIONS

In this paper we have shown that vibrational polarization beats may arise in (TD)^2CARS when the excited wave packet produced by the pump–dump sequence is probed above the B state dissociation threshold. In previous time domain CARS experiments on I_2, the wave packet was probed resonantly, with the final states lying below the B state dissociation threshold, and hence no vibrational polarization beats were observed. In the experiments of Knopp et al., when the energy of the pump–dump excitation was increased, the probe step created a wave packet above the dissociation threshold, leading to a very short polarization lifetime and strong vibrational polarization beats.

Our theoretical description of the vibrational polarization beats indicates that this effect arises exclusively from intermolecular effects, i.e., interferences between polarizations on different molecules. These interferences between the polarizations on different molecules average to zero when the polarization lifetimes are long enough to resolve the individual contributions arising from different initial and final states, e.g., for probing in the discrete region of the spectrum. Interference effects become large, however, when the polarization lifetime is short, such as when the molecule is probed above the excited state dissociation threshold. Numerical simulations verify this theoretical description and demonstrate that vibrational polarization beating accounts nearly quantitatively for the unusual transients that were observed in the experiments. We have also shown that a requirement for the beats is the thermal population of more than one initial vibrational states, and that the beats may be eliminated through selective excitation of a single initial vibrational state. A more general approach to eliminate the beats might be to lower the probe frequency so that the final excitation remains below the excited state dissociation threshold. The analytical theory, as well as the simulations, show that the CARS polarization persists for the entire radiative lifetime or dephasing time of the excited state, which in the gas phase is approximately a nanosecond. This long polarization has recently been observed experimentally in the elegant experiments of Zadoyan and Apkarian, who time-resolved the CARS polarization produced in I_2 using the same pulse frequencies as Schmitt et al. and observed rotational coherences up to 100 ps after the probe excitation.

Resonantly probed gas phase CARS thus offers the possibility of tuning the polarization lifetime and the resulting interference effects by adjusting the frequency of the probe excitation. Since the polarization lifetime in inherently short in nonresonantly probed four-wave mixing, intermolecular polarization interferences will always occur. In resonant condensed phase four-wave mixing the polarization lifetime is limited by the electronic dephasing time. Polarization interferences involving different initial vibrational states may thus provide a sensitive measure of the electronic dephasing time in condensed phases.

The utility of intermolecular, or macroscopic, interference in nonlinear spectroscopy and potentially optimal control of chemical reactions has recently been emphasized by Lozovoy et al., who used phase matching conditions to separate the microscopic and macroscopic contributions to the signal in various FWM experiments on I_2 vapor. They have suggested that modulation of the sample polarization though macroscopic effects (polarization interferences) may act as an important "control knob" in addition to microscopic interferences. Whether polarization interferences, such as those discussed here, can be exploited as a mecha-
nism for controlling chemical reactions is an important, and as yet unanswered, question.

While the present study has emphasized the usefulness of (TD)²CARS as an effective spectroscopic tool, the same experiments may be viewed from a different perspective, as active control of chemical bond breaking. The first two steps in the (TD)²CARS pulse sequence, with their variable time delay, correspond exactly to the pump–dump approach to control of chemical bond breaking. Early exploration of the pump–dump scheme indicated that although control of bonding breaking via pump–dump is possible in principle, some variations on the scheme would be required to make it viable for most molecules. The reason is that the scheme exploits energy picked up by the wave packet on the excited electronic state to break bonds in the ground electronic state. Since excited state bond strengths are normally significantly weaker than those in the ground state, it is not generally possible to pick up enough energy in the excited state to break a ground state bond. If, however, the role of ground and excited states were to be reversed, i.e., if one could somehow pump to the ground electronic state, preparing a highly excited vibrational wave packet on the ground state, and then “dump” to the excited state, one would be in a position to use the large ground state energies accumulated by the wave packet to break the weaker excited state bonds. A convenient way to achieve this reversal of the ground and excited states is by a three pulse, pump–dump–pump sequence, in which the wave packet is first pumped to the excited state, dumped back to the ground state, and finally repumped to the excited state. This pump–dump–pump sequence is precisely the (TD)²CARS experiment introduced by Knopp et al. and analyzed here. The potential for active control is obscured in I₂, since there is only one bond, but we believe that this potential should become apparent in future studies on polyatomic molecules. In principle, (TD)²CARS may be capable of producing controllable excited state dissociation in polyatomics, at the same time that it produces a robust, background-free, directional signal.
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