The Complexity of Cell Signaling and the Need for a New Mechanics
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Cell signaling systems respond to multiple inputs, such as ligands of cell-surface receptors; and produce multiple outputs, such as changes in gene expression and cellular activities, including motility, proliferation, and death. This “macroscopic” input-output behavior is generated by a web of molecular interactions that can be viewed as taking place at a lower, “microscopic” level. These interactions prominently involve posttranslational modification of proteins and the nucleation of protein complexes. Behaviors at both the micro- and macroscopic levels are complex and must be probed systematically and characterized quantitatively as a prelude to the development of a predictive understanding of a cell signaling system. We must also have a theoretical framework or a mechanics within which we can determine how macroscopic behaviors emerge from known microscopic behaviors or change with manipulations of microscopic behaviors. To connect behaviors at both levels, we suggest that a new mechanics is now required. Newly available data support the idea that this mechanics should enable one to track the site-specific details of molecular interactions in a model, such as the phosphorylation status of individual amino acid residues within a protein.

As exemplified by our understanding of the role of tyrosine phosphorylation in cell signaling (1), we now have a fairly clear picture of the types of molecular mechanisms that are responsible for cellular responses to environmental changes, even as the molecular-level details of particular signaling systems continue to emerge. In cell signaling systems, information processing is mediated by posttranslational modifications of proteins, which turn binding and catalytic activities on and off; and the nucleation of protein complexes, in which enzymes and substrates are colocalized to control enzyme specificity and activity. This picture is powerful enough to have contributed to the development of drugs that target specific signaling molecules that drive disease, such as inhibitors of tyrosine kinases (2). Current understanding of cell signaling, however, is often insufficient to predict how mutations or potential therapeutic interventions at the molecular level will affect cellular behavior.

To make further progress in the treatment of diseases caused by dysfunctional cell signaling, we are faced with the challenge of obtaining a predictive understanding of cellular decisions in terms of the underlying molecular mechanisms of cell signaling, which are exceedingly complex. This challenge is similar to the one faced by those in the 19th century who embraced the atomic theory, such as Maxwell, Boltzmann, and Gibbs, and developed statistical mechanics to explain the macroscopic properties of matter in terms of the microscopic properties of atoms and molecules. As at that time, a new mechanics is needed to bridge two levels of behavior (Fig. 1): “macroscopic” behavior at the level of the inputs and outputs of cell signaling systems, and “microscopic” behavior at the level of the molecular interactions that process the inputs and generate the outputs. Just as importantly, experimental studies are required to systematically probe and quantitatively characterize the behaviors of cell signaling systems at both the macro- and microscopic levels. Here, we comment on two such studies (3, 4), which encourage us to believe that the complexity of cell signaling will eventually be understood and which point to the new mechanics that will be needed to achieve this goal.

At the macroscopic level of cell signaling (Fig. 1), the number of potential inputs to which a cell can respond is very large—the typical eukaryotic cell possesses many different types of receptors that respond to an even larger repertoire of chemical ligands and other physiochemical stimuli. The array of potential responses is similarly vast, ranging from changes in the abundance of gene products to changes in shape and locomotion, and even cell death. At this level, the signal-processing machinery of the cell may be thought of as a black box, and a major goal of experimentation is to determine the responses of a cell to the full range of possible inputs. Most current experimental studies, however, focus on the effects of one input at a time, and the derived information is sufficient to predict cellular responses to a combination of inputs only if each input acts independently, in which case the response to a combination of two signals can be written as the sum of the individual responses, a property known as additivity (Fig. 1A). Additivity should not be confused with another mathematical property of many human-engineered control systems; namely, linearity, which requires that the contribution to the output from any single input be proportional to the level of input and is more restrictive in this context. Responses that are highly nonlinear with respect to input levels may still be additive if they can be decoupled into a set of responses to individual stimuli. Nonadditive responses arise when one input modulates the output induced by another. The extent of additivity is a useful measure of the complexity of any signal processing system: The more nonadditive terms that must be used to describe the response, the greater the degree of complexity. Probes of additivity test the current prevailing paradigm of studying one input at a time when characterizing biological responses.

Recently, researchers from the Alliance for Cellular Signaling (ARCS) carried out a systematic investigation of additivity in the responses of macrophages to a wide range of stimuli. Natarajan et al. (5) investigated the intermediate and final responses to stimulation with 22 individual ligands and all 231 possible pairwise combinations of these ligands to assess the degree of nonadditivity arising from combining two inputs. They found that approximately 90% of the responses to the combined inputs were additive, whereas the remaining 10% displayed nonadditivity that reflected varying levels of interaction between the biochemical pathways leading to the response. In
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some cases, measurements of the intermediate responses suggested novel hypotheses about the mechanisms coupling the pathways, which were subsequently characterized (6, 7).

A natural question that arises from these results is whether additivity, and thus predictability, extends to higher-order combinations of inputs. If not, then our ability to predict signaling outcomes would be seriously limited, because the number of possible nonadditive interactions grows exponentially with the number of combined inputs. For example, there are more than 1500 possible three-way combinations of the 22 ligands used in the study of Nataraajan et al. (5). A three-way combination is said to be additive when the response can be predicted as the sum of the single-ligand and pairwise responses. To characterize the complexity of higher-order responses, Hsueh et al. (3) measured macrophage cytokine responses to selected three-, four-, and five-way combinations of ligands that exhibited substantial pairwise interaction in the earlier study. Although novel interactions were found, only a minority of the input-output combinations tested (33%) exhibited nonadditivity beyond the pairwise level. In addition, the interactions that were found are consistent with known regulatory mechanisms, suggesting that current paradigms for studying signaling biochemistry are likely to be sufficient for providing a mechanistic basis for biological signal processing. In other words, the network wiring diagrams or canonical signaling pathways that have emerged from several decades of molecular biology and biochemistry (Fig. 1B) are surprisingly reliable. If the macrophage is representative of other eukaryotic cell types, these results suggest, as others have argued (8, 9), that the complexity of interactions between cellular networks is limited, although the basis for this robustness is not entirely clear.

Coba et al. (4) used proteomic methods to define the molecular circuitry (Fig. 1, right panel) of the mammalian postsynaptic density (PSD), the region of a neuron that receives electrical signals from other neurons and contains hundreds of different protein types (10). In addition to its electrical signal transmission properties, the PSD plays a critical role in the process of synaptic plasticity: the modification of the coupling between two neurons, which may form the basis of learning and memory (11). At the microscopic level, however, the biochemistry of the PSD is similar to that of many other signaling systems that have a wide range of functions, and the architecture of the postsynaptic phosphoproteome network revealed by Coba et al. (4) is likely to share generic features with many other eukaryotic signaling networks. Indeed, as in a number of studies of other systems through similar methodologies (12), Coba et al. (4) found that brief stimulation of a single key receptor led to changes in the phosphorylation status of more than 100 proteins. Interestingly, the majority of the observed changes (77%) were decreases in the level of phosphorylation, suggesting that activation involved a complex pattern of phosphorylated and unphosphorylated residues. The phosphorylation pattern of 10 specific receptor sites in response to stimulation by different ligands was monitored and found to be unique for four of the five ligands studied. Many of the sites exhibited similar responses to two or more ligands, indicating a high degree of potential interactions between inputs, and it would be interesting to know whether these ligands exhibit nonadditive responses in combination, because this would provide a partial answer to the question of whether overlaps at the microscopic level feed up to interactions at the macroscopic level.

To map what they call the phosphoproteome (the network of kinase-substrate interactions at the level of individual sites), Coba et al. (4) constructed a peptide array to probe more than 300 sites identified in vivo either by their initial screen or from other studies, and measured phosphorylation by 25 postsynaptic kinases. The resulting network contains more than 700 wires connecting all 25 kinases and more than half of the phosphorylation sites assayed. Each kinase phosphorylated 29 different sites on average, and more than half of the sites and 85% of the proteins were phosphorylated by more than one kinase, with some hub sites being phosphorylated by as many as 12 kinases. Although clustering of the network revealed a certain level of organization based on substrate specificity and the temporal sequence of signaling events, it is impossible to predict by inspection or high-level analysis how signals would propagate through such a densely connected network to produce a stable end point. One mechanism for pruning the phosphorylation chaos is cooperativity between sites, a phenomenon the authors call priming, wherein in the phosphorylation of one site either enhances or inhibits the phosphorylation of a neighboring site. The priming effect was found in 66% of the cases studied and
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Fig. 1. Multiple layers of complexity in cellular information processing. (A) At the highest level, the cell can be considered a black box that generates a range of possible responses, $f(x,y)$, to many different inputs, $x$ and $y$. The signal can be resolved into additive and nonadditive terms, of which the former are the individual contributions arising from each input, $f_x(x)$ and $f_y(y)$, and the latter arise from interactions between inputs, $f_{xy}(x,y)$. (B) Opening the black box reveals a complex network of signaling molecules that couple ligand-receptor binding to transcriptional regulation. (Inset) The basic building blocks of the network are protein-protein interactions and enzyme-catalyzed posttranslational modifications, such as phosphorylation (P).
Perspective

of earlier phosphoproteomic studies (13), have important implications for those who seek to develop a mechanics to connect the microscopic and macroscopic levels of cell signaling behavior. The salient results can be summarized as follows: (i) Any given phosphorylation site is likely to be the substrate of multiple kinases, (ii) phosphorylation of nearby phosphorylation sites is likely to be cooperative, and (iii) many phosphorylation sites regulate the binding activities of protein interaction domains. Although these results clearly reveal that microscopic behaviors are dominated by the phosphorylation status of individual sites, tracking the site-specific details of molecular interactions is challenging because of their combinatorial potential (14), which may be an essential feature of cell signaling systems that facilitates the encoding and transmission of information (15, 16). Current efforts to model cell signaling processes are dominated by assumptions such as that of the “virtual phosphorylation site” of Birbistle et al. (17), which states that all phosphorylation sites within a protein can be lumped together into a single effective site. Such assumptions are made to simplify model specification and simulation, because classical modeling approaches are poorly equipped to deal with a system characterized by a large (combinatorial) state space.

Recently, researchers have proposed an array of new model specification and simulation approaches that are better suited for tracking the site-specific details of molecular interactions in cell signaling systems (18-21). We expect that further development of such methods will eventually provide the mechanics needed to connect the microscopic and macroscopic levels of cellular information processing. Such mechanics will help us to control cellular activities through manipulation of the molecular machinery of cell signaling and to gain greater insights into the design principles of cell signaling from phosphoproteomic data. In particular, the ability to reason about single-site events in signaling systems will be important for deciphering how patterns of posttranslational modifications affect cellular activities (22).
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